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ABSTRACT 
This document details a use case for per-TN routing in IP interconnection. It also discusses some options for achieving per-TN routing.
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Introduction
Discussions in the ATIS/SIP Forum NNI Task Force have identified that some service providers see a need for per-TN routing while others do not. This contribution details a use case for per-TN routing and considers some options for achieving it in the near term.
Per-TN Routing Use Case

Existing approaches to IP interconnection routing (e.g., IPNNI-2014-45R1) rely on legacy NANP constructs for aggregating telephone numbers into groups and then associating a route (SBC URI or IP address) with the TN group. Most commonly TNs are aggregated via association with a common Location Routing Number (LRN) in the NPAC.
The question has been raised as to why a service provider would want to route differently for IP interconnection a TN that shares the same LRN with another TN. The answer, simply put, is that TNs may share common point of interconnection (PoI) for TDM interconnection but need to be treated differently for IP interconnection.
For example, wireless SPs are migrating their existing 2G/3G subscribers to VoLTE – from TDM to IP based user equipment (UE). For VoLTE to VoLTE calls IP interconnection makes sense for a number of reasons – support for high definition (HD) voice and other Rich Communication Services (RCS) features and elimination of needless IP-TDM and TDM-IP conversions as would be required for TDM interconnection. SPs must still offer TDM interconnection for VoLTE TNs since not all SPs are capable or willing to provide IP interconnection. And because the migration will be gated by customer adoption of  VoLTE capable UE, SPs may want to maintain existing TDM PoIs for both 2G/3G and VoLTE TNs and maintain existing TDM routing to those PoIs. Moreover, it may be desirable not to use the IP interconnection serving VoLTE TNs for 2G/3G TNs. First, additional network equipment must be deployed sooner than if IP interconnection scales with VoLTE adoption and, second, 2G/3G calls will be forced to go through unnecessary TDM/IP and IP/TDM conversions. These issues can be avoided if an SP can specify IP interconnection routing for VoLTE TNs separately from the associated LRNs.
A related case cited during Task Force discussions occurs in the deployment of RCSe capabilities outside North America in situations where voice calls and sessions using other RCS features need to be routed differently. This may be particularly the case where number portability methods may not support aggregation via methods like porting to different LRNs.

There may be other use cases for TN routing as well. It has been suggested that per-TN routing could be used to either avoid routing calls to fax numbers over IP interconnections using incompatible compression or taking other measures to insure adequate transmission quality.
Beyond these specific use cases there are other motivations to implement per-TN routing. It is clear that the NANP is evolving and the central office code (NPA-NXX), which is a roadblock to numbering resource optimization, may be an endangered species. As LRNs are tied to CO Codes, methods that rely on them are not ultimately sustainable. Discussions for future numbering infrastructure such as at the FCC’s Numbering Testbed Workshop point toward a registry architecture that treats each TN separately and, if this is the ultimate direction is may be useful to start moving towards it now as IP interconnection develops gradually rather than waiting for a later flash cut transition.
Per-TN Routing Approaches
Per-TN routing requires bilateral exchanges of per-TN data or more likely use of a registry of some sorts that distributes per-TN data to participating providers.

The NPAC currently supports per-TN population of routing data unassociated with CO codes in the form of the Voice URI field. As this field is not currently restricted beyond a limit of 255 characters, it could be populated in a number of ways. First, as proposed in IPNNI-2014-41R2, it could be populated with the equivalent of an NS record, pointing to a name server that could be queried via ENUM for a NAPTR record or records that would be resolved to identify the proper ingress session border controller of the provider serving the number. Alternatively, the Voice URI field could be populated with either the NAPTR record directly or simply the URI that would have been embedded in the NAPTR. The latter approach conforms to the originally proposed use of the Voice URI field.
If the NPAC is not used as a registry, a separate registry could be instantiated instead, as proposed, for example, in IPNNI-2014-43R1. 

Some level of consensus among service providers is a necessary condition for the implementation of any registry. Use of multiple registry providers is even possible if there is agreement for data exchange and synchronization among the registries.

Task force members interested in per-TN routing capabilities that do not depend on aggregation via LRNs or other legacy constructs need to determine if they can reach consensus on a registry platform or platforms and the information to be populated in a registry.
