IPNNI-2014-035

Contribution 
TITLE: Straw Man Interconnection Architecture  
SOURCE*: AT&T, Penn Pfautz
_______________________________ 
ABSTRACT 
This document offers a straw man interconnection architecture that the ATIS/SIP Forum NNI Task Force might consider in its work on routing for IP interconnection.

NOTICE

This is a draft document and thus, is dynamic in nature. It does not reflect a consensus of the ATIS-SIP Forum IP-NNI Task Force and it may be changed or modified. Neither ATIS nor the SIP Forum makes any representation or warranty, express or implied, with respect to the sufficiency, accuracy or utility of the information or opinion contained or reflected in the material utilized. ATIS and the SIP Forum further expressly advise that any use of or reliance upon the material in question is at your risk and neither ATIS nor the SIP Forum shall be liable for any damage or injury, of whatever nature, incurred by any person arising out of any utilization of the material. It is possible that this material will at some future date be included in a copyrighted work by ATIS or the SIP Forum.  

* CONTACT: Penn Pfautz; email: pp3129@att.com; Tel: +1732-420-4962
Introduction
To evaluate the proposed IP routing and interconnection approaches an agreement about the architectures and topologies that need to be supported is needed. 
Accordingly, this document offers a proposal for the Task Force to consider for the development of a reference architecture for direct and indirect interconnection. Additionally, Internet interconnection may also need to be considered. Note that the architecture presented here is specific to IP interconnection which is expected to develop as an overlay to legacy TDM interconnection which must remain in place for some time in the absence of regulatory action to remove current obligations. There is no expectation that the architecture of TDM interconnection will be altered prior to its sunset.
Points of Interconnection
It is proposed that national service providers will likely interconnect on national basis for the IP exchange of voice and other traffic much as they do for Internet traffic. This likely means that exchange between any two parties will take place at a small number of points (probably less than a dozen). While there is also likely to be overlap between the exchange points used in different bilateral exchanges, it is assumed that a given provider could use a different set of exchange points with each interconnection partner. Exactly which subset of a provider’s possible exchange points is employed will be a matter for commercial negotiation.

Figure 1 shows this architecture:
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Further, in exchange between a national and a more regionalized provider, the parties may elect to use smaller set of exchange points more local to the regional provider which may differ from those the national carrier uses with other national carriers. 
Figure 2 shows this architecture:
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Session Border Controllers
Just as there will be diversity in physical layer exchange points, there will be various arrangements in terms of the I-SBCs that are used to exchange any given set to traffic as defined by the associated E.164 numbers for which sessions may be delivered to a given I-SBC. Some providers may choose to use different SBCs to receive traffic destined for the same set of E.164 numbers depending on the interconnect partner. And, in any case, providers will want to allow for termination of any given telephone number to multiple I-SBCs to ensure reliability.
Implications
As a result of the variability of interconnection arrangements outlined above, it will not be possible to associate a given telephone number with a specific network element for all interconnecting parties in the way in which it was possible in the TDM PSTN to associate a number with a switch CLLI.  Therefore, it is essential that any proposed solution be able to provide the flexibility to associate any given TN with a different network element within its own network depending on the service provider making the request. 
Indirect Interconnection
Since it is unlikely that all providers will be directly interconnected, arrangements for indirect interconnection need to be considered.  The basic case is for simple transit – an initiating provider going through an intermediary (the transit provider) to reach the destination provider. This case is analogous to today’s use of a wholesale IXC by an originating LEC to provider long distance service.
  

The topologies for such indirect interconnections are really just combinations of the direct interconnection ones shown above. For example one national provider may interconnect to another using the topology shown in Figure 1 in order to reach a regionalized provider that is connected to the intermediary national provider via the topology shown in Figure 2. Similarly a regional provider might connect via Figure 2 with a national provider to reach another national provider over a Figure 1 interconnection or a different regional provider over a Figure 2 interconnection. Other permutations, including multiple intermediaries are possible. 

In an environment in which more localized providers may only be directly connected to a small set or even just one intermediary provider,  the question raised for the Task Force’s routing effort is the degree to which industry infrastructure needs to support identification of the intermediaries that are directly connected to such a destination provider. In the TDM world, IXC connections to particular destinations are not provided by any common industry system but IXCs share information about the destinations they can reach with potential customers via rate files. If the conclusion is that industry common systems should support dissemination of such information than proposed solutions will need to identify how they would do so.
� Intermediary as used here is distinguished for local and access tandems as exist today – intermediate points of switching which may or may not belong to the same provider network as the destination – and which are explicitly localized points of interconnection. It is assumed such entities will not be a part of the post transition network.





