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ABSTRACT 
This document details procedures for use of the NPAC as an ENUM registry to facilitate routing of E.164 number address communication sessions in over IP interconnections. It provides a proposed solution for the ATIS/SIP Forum NNI Task Force to evaluate in the process of coming to a recommendation for an industry consensus approach.


NOTICE

This is a draft document and thus, is dynamic in nature. It does not reflect a consensus of the ATIS-SIP Forum IP-NNI Task Force and it may be changed or modified. Neither ATIS nor the SIP Forum makes any representation or warranty, express or implied, with respect to the sufficiency, accuracy or utility of the information or opinion contained or reflected in the material utilized. ATIS and the SIP Forum further expressly advise that any use of or reliance upon the material in question is at your risk and neither ATIS nor the SIP Forum shall be liable for any damage or injury, of whatever nature, incurred by any person arising out of any utilization of the material. It is possible that this material will at some future date be included in a copyrighted work by ATIS or the SIP Forum.  
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Introduction
Consistent with 3GPP IMS recommendations for inter-carrier routing, an ENUM-based architecture is proposed for routing across the IP NNI.  The essence of this architecture is a query using the protocol described in RFC 6116. 3GPP recommendations do not specify, however, the details of the ENUM data repository to be queried nor the source of the data in that repository. This document makes recommendations for these matters, the corresponding data formats, and the manner in which the results of ENUM queries are processed to resolve responses to the IP address(es) toward which a SIP INVITE to the destination network Session Border Controller are to be directed.

The classic ENUM “golden tree” architecture assumed a tiered structure in which a Tier 0 registry (such as the one currently managed by RIPE for the e164.arpa user ENUM domain) contained name server (NS) records pointing to the Tier 1 name servers authoritative for individual E.164 country codes. The Tier 1 registries in turn consisted of NS records pointing to the authoritative Tier 2 server for a specific E.164 number. The Tier 2 servers, maintained by or for the service provider of record for the number, contained NAPTR records that resolved to the URIs needed to establish communication to the number in question.

As the industry has yet to establish a universally recognized Tier 0 for infrastructure ENUM (RFC 5067) as opposed to user ENUM, a combined Tier 0/1 registry is proposed for the US portion of Country Code 1. This Tier 0/1 registry is in principle extensible to other portions of Country Code 1 if desired by the competent authorities and may eventually be linked to registries for other country codes or to a global Tier 0 when and if consensus on such a Tier 0 emerges. In the interim the registry simply contains NS records for individual numbers in the US portion of CC1.

Given the difficulties of gaining consensus around and establishing an ENUM registry de novo, the likelihood of an extended transition period in which both legacy TDM interconnection will coexist with IP interconnection, and the uncertainty regarding what the common industry infrastructure for numbering and routing may ultimately evolve to, it is proposed that the Tier 0/1 registry be implemented using the capabilities of the NPAC.

Interconnection Architecture Assumptions

Any routing solution must reflect the interconnection architecture(s) that is required to support. The primary interconnection architecture considered here is that described in ATIS- 1000039 (Testing Configuration for IP Network to Network Interconnection) and CableLabs PKT-SP-IGS-C01-130930 (PacketCable Interconnect Guidelines Specification) having the following characteristics:
· Direct interconnection over dedicated facilities separate from those making up the public Internet

· Use of public IP addresses routes for which are, however, only advertised across the interconnection facilities

The solution should also ultimately be capable of addressing two other interconnection architectures:

· Indirect interconnection, i.e. where interconnection takes place through an application layer aware intermediary which has dedicated interconnections to the originating and terminating service providers

· Internet interconnection, i.e, where traffic exchange takes place across the public Internet.
Proposed Architecture

Figure 1 below illustrates the proposed architecture.
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Existing capabilities of the NPAC, the local number portability database of record will be used to instantiate a combined Tier 0/1 ENUM registry for the US. The existing VOICEURI field in individual NPAC subscription versions is re-purposed to contain NS record information which points to the Tier 2 ENUM server(s) of the service provider of record for number. As shown in Figure 1 above, The NS records are populated into NPAC as part of the subscription version by the serving provider SOA and distributed to each provider LSMS. Providers then extract the NS record information and populate the corresponding NS records in their internal ENUM servers. On call origination, the originating provider queries its ENUM server and obtains the NS record resulting in a query to the Tier 2 ENUM server of the destination carrier.
 The response to the Tier 2 query provides NAPTR records that identify the ingress SBC to be used to deliver the call to terminating provider. 

NS Records in the VOICEURI Field

The VOICE URI field was originally defined to contain a URI that would be used to provide for IP routing of voice calls, but it is currently little used and has no explicit typing. It simply allows up to 255 characters.

It is proposed that NS record information be populated in the VOICEURI field in the form

 tier2enum.serviceprovider.com 

(i.e., just the nameserver name as an FQDN)  as opposed to the full NS form:

3.8.0.0.6.9.2.3.6.4.1.e164enum.net  IN NS tier2enum.serviceprovider.net
The full record form would be reconstituted by the service provider for provisioning in its ENUM server.

Multiple NS records could be populated in the NPAC VOICEURI field through the use of some agreed upon separator character. This would allow for redundancy as it is expected that carriers would want to have multiple name server instances.

Note that an apex domain, shown here as e164enum.net, needs to be agreed upon.

Resolution of NS Records

In order to query the Tier 2 of the destination carrier, the corresponding FQDN in the NS record must be resolved to an IP address via DNS. This resolution could take place in the public DNS but it seems likely that service providers would prefer not to make this information publicly available for security reasons. The most likely approach would be for providers to share the address (A or AA) records for their Tier 2s with their interconnection partners as part of the interconnection agreement technical negotiation process. An alternative would be sharing through some controlled access industry system including but not necessarily limited to a private DNS.
Tier 2 ENUM Server

The query to the service provider of record’s Tier 2 server should have the normal (RFC 6116) form and the response would be the set of NAPTR records associated with the queried number. Note, however, that the Tier 2 server is not constrained to be a simple DNS server. Behind the ENUM query/response interface it might support whatever application of policy that the destination carrier desired.

It is generally expected that the query will take place over the same interconnection fabric that a subsequent SIP INVITE would traverse.

NAPTR Records

The ENUM query may return multiple NAPTR records with different order, preference, and enumservice fields as defined in RFC 6116. Thus multiple options for interconnection can be provided including different gateways for different service types (e.g., voice versus video) where appropriate. A NAPTR for general SIP interconnection might look like

  NAPTR 10 100 "u" "E2U+sip" "!^.*$!sip:\1@gw02.serviceprovider.net; user=phone!" . 
its resolution would result in the URI

sip:+14632963800@gw02. serviceprovider.net; user=phone

The querying service provider would then resolve the hostname 

gw02.serviceprovider.net to obtain an IP address for the terminating provider’s ingress SBC.  

As discussed above with respect to resolution of  Tier 2 FQDNs,  there are alternatives to use of the public DNS. Service providers might provide A records for this resolution as part of the interconnection negotiation process allowing them to provide different addresses for different interconnection partners while maintaining a common URI in their NAPTR records as opposed to providing different NAPTRs in response to Tier 2 queries from different parties. The other options discussed also apply here as well.
Indirect Interconnection

It is unlikely that all providers will be directly connected. Thus, any solution should be able to support indirect interconnection. Indirect interconnection presents issues only when the originating provider wishes to select an intermediary based on the identity of the terminating provider. (If the intermediary is selected on a geographic basis the information in the dialed number may be sufficient.) While in principle the terminating provider can be identified based on the hostname in the NAPTR record  or even the NS record the situation is complicated where the originator is unable to query the Tier 2 or the NS function is provided by a service bureau unless a convention is established for NS names to reflect some kind of carrier identification. 
It may be noted that the NPAC itself provides service provider identification information which could also be used to support indirect routing. A service provider might even provision ENUM records in its internal server that would direct a call to the desired intermediary for a particular.
The IPX as defined by the GSMA in IR.34 presents a generalized approach to indirect interconnection. The IPX defines a multi-provider global private IP backbone and envisions a global distributed ENUM registry as described in IR.67. A US Tier 1 based on the NPAC data provisioned into a name server as described above could be a part of such a system.
Globalization

Although the initial scope of the proposed implementation would cover US geographic NPAs, the essence of the approach is extensible. 

If desired by Canadian service providers and the competent authorities the NPAC as ENUM registry approach could be replicated for Canadian NPAs. 
More generally, there are two aspects to globalization – US access to foreign routing data and foreign access to US routing data. Because of the volume of data involved and restrictions that may exist on bulk export of such data the most likely approach is allowing querying of national Tier 0/1 registries and service provider Tier 2s by non-domestic carriers subject to appropriate agreements and safeguards. Query access to US data would most easily be implemented by having a party or parties who are NPAC users set up name servers with the US Tier 0/1 records and support queries by non-domestic carriers.
 If other countries set up Tier 0/1 registries US providers could insert DNAME records into their ENUM servers that would redirect queries to the appropriate national Tier 0/1 based on country code. For example, if the U.K. were to set up a Tier 0/1 for country code 44 using the apex domain e164.uk a DNAME record might look like,
4.4.e164enum.net DNAME 4.4.e164.uk                                                                                                     
The query to the e164.uk domain would need to be resolvable to an IP address and, if this were not done in the public DNS the necessary A record would need to be provided. Correspondingly, foreign ENUM servers would need to have DNAME records to point to the e164enum.net domain,
1.e164.uk DNAME 1.e164enum.net

Since the number of country codes is relatively small and corresponding records would be expected to be relatively static, countries agreeing to participate could manually exchange the necessary records. Ideally, a global tier 0 might be defined as for e164.arpa that would point to the different national Tier 1 implementations.

Queries of Tier 2 name servers might be accomplished directly where the necessary agreements and data exchanges were in place or the queried Tier 1 might provide a recursive function.
The IPX as defined by the GSMA in IR.34 represents another path to globalization. The IPX defines a multi-provider global private IP backbone and envisions a global distributed ENUM registry as described in IR.67. A US Tier 1 based on the NPAC data provisioned into a name server as described above could be a part of such a system.
� Depending on service provider configuration, the Tier 2 query may be initiated recursively by the originating provider’s ENUM server or the NS record may be returned to the provider’s call control element which in turn initiates the Tier 2 query.


� This could include use of something like draft-kaplan-enum-source-uri-00 capabilities if agreed upon.


�Such entities, whether carriers or service bureaus might also provide query access to domestic service providers as well.





