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1 General Procedures

1.1 Extension Negotiation 


SIP entities involved in session peering SHOULD be configured in such a way that they do not require any SIP extensions to be supported by the peer SSP (SIP Service Provider) network. When sending an out-of-dialog request to a peer SSP network, SIP entities involved in session peering SHOULD include a Supported header field identifying all the extensions supported by the sending network. 

SIP entities involved in session peering MAY support configuration controls to disable certain extensions based on bilateral agreement between peer SSP networks. For example, a SIP entity involved in session peering could be configured to remove '100rel' from the Supported header in order to disable the use of reliable provisionable response (PRACK).

Note: 
Policies that limit or block the use of SIP extensions should be applied with care, since their application tends to disable SIP's native extension negotiation mechanism, and therefore inhibit the deployment of new services. 

When sending a dialog-initiating request to a peer SSP network, SIP entities involved in session peering MUST identify all supported SIP requests in the Allow header field

1.2 Public User Identities


Users are identified at the peering interface by their Public User Identity. A SIP entity involved in session peering MUST encode Public User Identities as a SIP URI of the telephone-subscriber syntax form of a Tel URI as indicated by the "user=phone" parameter (see [RFC 3261] section 19.1.6), where the user part of the SIP URI contains a global Tel URI as defined in [RFC 3966]. 

Example:

sip:+13035551212@example.operator.com;user=phone
The table in Section 8 describes the set of URI formats that MUST be supported on the IP-NNI, and the headers in which these formats may appear.
1.2.1 Identifying the Called User

When sending a dialog-initiating request to a peer SSP network, SIP entities involved in session peering MUST:

identify the called user in the Request-URI of the request, and

identify the called user using the telephone-subscriber syntax form of the SIP URI as described above in Section 6.2.

In addition, if Local Number Portability (LNP) information for the called number was obtained, then SIP entities involved in session peering MUST:

include the LNP data in SIP URI in the Request-URI using the Tel URI "npdi" and "rn" parameters as defined in [RFC 4694], and

if the called number is ported, then identify the routing number using the global form of the "rn" parameter, which is indicated by a leading "+" character followed by the country-code followed by the national number (e.g., "rn=+16132220000").

On receiving a dialog-initiating request from a peer SSP network, SIP entities involved in session peering MUST:

identify the called user based on the contents in the Request-URI, where the Request-URI contains a SIP URI as described above in Section 6.2;

obtain the LNP data for the called number based on the presence and contents of the "npdi" and "rn" Tel URI parameters contained in the SIP URI in the Request-URI as defined in [RFC 4694].

Table 1 summarizes the allowed forms for the called Public User Identity at the peering interface.

Table 1 - Called Public User Identities

	Use Case
	Direction
	Valid Form
	Example

	No LNP query
	send/receive
	SIP URI containing global Tel URI
	sip:+13036614567@example.mso-a.com;user=phone

	LNP Query - number not ported
	send/receive
	Above plus "npdi" parameter
	sip:+13036614567;npdi@example.mso-a.com;user=phone

	LNP Query - number ported
	send/receive
	Above plus global "rn" parameter
	sip:+13036614567;npdi,rn=+13036620000@example.mso-a.com;user=phone


1.2.2 Identifying the Calling User

When sending or receiving a dialog-initiating request, SIP entities involved in session peering MUST identify the calling user in the P-Asserted-Identity header field using the telephone-subscriber syntax form of the SIP URI as described above in Section 6.2. When sending or receiving a dialog-initiating request, SIP entities involved in session peering SHOULD identify the calling name display information in the display-name component of the P-Asserted-Identity header field as described in Section 7.2.

1.3 IPv4/6 Interworking


It is the responsibility of the IPv6 SSP network to perform the IPv4/IPv6 interworking function when interworking with an IPv4 SSP network.

1.4 Fault Isolation and Recovery


1.4.1 Interface Failure Detection

An SSP network MAY periodically send an OPTIONS request containing a Max-Forwards header field set to a value of '0' to detect the availability of a peer’s ingress point. The ping rate is based on bi-lateral agreement (typically every 5 seconds). If the sending SSP network fails to receive a response to an OPTIONS request, then it will consider that non-responding ingress point into the peer SSP network to have failed, and will remove the ingress point from the available set of ingress points to the peer SSP network. When a failure is detected, the SSP network that detected the failure should attempt to route subsequent calls to the peer SSP network over an available alternate route, with the final alternate route being the PSTN. In the meantime, the SSP network that detected the failure will continue to send periodic OPTIONS pings to the failed ingress point, in order to detect when it has been restored and is available for service.

Note: 
A possible enhancement to the OPTIONS ping is to declare a well-known SIP URI in the registry that could be used to test the health of each ingress point in a peer SSP network. For example, SIP INVITE (with no SDP) to SIP:999999999@mso-a.com would respond with a 200OK (again no SDP), followed by a BYE/200OK.

1.4.2 Congestion Control

. 
Contributors Note: need to discuss support of IETF defined SIP Overload Control, RFC xxxx.
An SSP network MAY impose limits on the number of simultaneous calls, and the incoming rate at which it will accept calls, from a peer. On receiving a dialog-initiating request that exceeds such limits, the receiving SSP network MUST respond with a 503 (Service Unavailable) response. An SSP network receiving a dialog-initiating request MUST limit the use of the 503 responses to reporting congestion at the ingress point. A terminating SSP network MUST NOT send a 503 response to an originating SSP network to report congestion or other failures that are internal to the terminating SSP network. For example, a 503 response generated by a SIP signaling entity within a terminating SSP network should be consumed within the terminating network, and should not be propagated across the peering interface to the originating SSP network (i.e., avoid sending a 503 response to an originating peer if the same failure is likely to be encountered when the call is retried via an alternate route).

On receiving a 503 (Service Unavailable) response from a peer SSP network, the receiving SSP network MUST limit the scope of the response to the call on which it was received (i.e., a 503 response has no affect on the routing of subsequent calls to the peer). Also, the receiving SSP network MUST attempt to consume the 503 response from a peer as close to the egress signaling point as possible, and avoid propagating the response back toward the originating CMS or E-DVA. Specifically, on receiving a 503 response to a dialog-initiating request that was sent to a peer SSP network, the receiving SSP network MUST:

1. terminate the current transaction,

2. ignore the Retry-After header field if one is present, and

3. attempt to route the call via an alternate peering interface (i.e., do not attempt to route the call via the same peering interface since it may encounter and aggravate the same overload condition).

1.4.3 Session Timer

SIP entities involved in session peering SHOULD support Session Timer as defined in [RFC 4028].

1.4.4 RTP Loopback Test

Peer SSP networks SHOULD support the RTP Loopback Test procedures defined in [E-DVA]. SSP networks that support the RTP Loopback procedures will provide a SIP URI that identifies a media endpoint within the SSP network that performs the loopback functions. Ideally, this "loopback" media endpoint would be located near the ingress point of the peer SSP network. 

1.5 Media

SIP entities involved in session peering MUST support the G.711 PCMU audio codec at a packetization interval of 20 msec as defined in [RFC 3551].

SIP entities involved in session peering MAY support voice-band-data relay mechanisms such as the following:

T.38 fax relay as specified in [T.38]
V.152 as specified in [V.152]
DTMF-relay for digits 0-9 and * and # as defined in [RFC 4733]
A SIP entity involved in session peering that supports one or more of these voice-band-data relay mechanisms MUST revert to G.711 pass-though when interworking with a peer SSP network that does not support the same voice-band-date relay mechanism.

1.5.1 RTP

1.5.2 Codecs

1.5.3 Codec/packetization period use and transcoding guidelines

1.6 IP Routing and IP Addressing

1.7 IP Packet marking
The following table describes the traffic classes defined for all the interconnection configurations described above:

	Traffic class
	Traffic type

	Voice Media
	Speech / Voice bearer.

	Voice Signaling
	Voice Control Traffic (SIP, SIP-I signaling protocols)I

	Mobile Signaling
	SMS and roaming (TCAP signaling protocol)

	Other Customer Traffic
	Internet traffic, other data traffic


Other control/management traffic such as BGP traffic may also use the interface.

Distinguishing traffic classes

In order to distinguish between traffic classes, the use of the DSCP marking scheme in Behaviour Aggregation mode [9] is recommended.

Using classification based on the DSCP value, packet marking is pre-agreed by both operators. The receiving operator assumes that the sending operator has marked the packet correctly according to the pre-agreed scheme described above.

If there is a mix of Internet and VoIP traffic across the interconnection or the recommended marking cannot be guaranteed, an alternative solution is to classify packets using the Multi-Field classification method [9]. Using this scheme, ingress traffic is classified by the receiving Operator PE Router based on any field in the IP header, e.g. destination address, source address, port numbers or other IP packet header fields.
IP Marking table

The following table recommends the packet marking guideline for the link/network for all listed interconnection scenarios making use of the DiffServ IETF RFC and IP Precedence TOS marking scheme plus the coding scheme at the MPLS and Ethernet layers, respectively. It applies to all the traffic to be transmitted.
	Traffic Type
	DSCP Marking
	IP Precedence
	802.1Q VLAN

	Voice Media 
	for configurations 6.1, 6.2.1 DSCP 46/EF (101110).
	5
	5

	
	for configurations 6.2.2 DSCP 46/EF (101110) or DSCP 00/DF (000000).
	5

or

0
	5

or

0

	Voice Signaling,
	for configurations 6.1, 6.2.1

DSCP 26/AF31 (011010) or 

DSCP 46/EF (101110) 
	3

or

5
	3

or

5

	
	for configurations 6.2.2

DSCP 26/AF31 (011010) or 

DSCP 46/EF (101110)  or

DSCP 00/DF (000000)
	3

or

5

or 0
	3

or

5

or 0

	Other traffic
	DSCP 00/DF (000000).
	0
	0


The marking for the other control/management traffic depends on the specific network implementation.

Traffic treatment

For interconnection configurations specified in Sections 6.2 and 6.3.1, voice media traffic leaving the sending Border Function towards the receiving Border Function should be treated according to the Expedited Forwarding Per-Hop Behavior [10], [11].

For the interconnection configuration specified in Section 6.3.2, voice media traffic leaving the sending Border Function towards the sending PE router is treated either according to the Expedited Forwarding Per-Hop Behavior [10], [11] or according to Default forwarding Per-Hop Behavior [1] that is, it becomes ‘best effort‘ forwarding.

For interconnection configurations specified in Sections 6.2 and 6.3.1, voice signaling traffic leaving the sending Border Function towards the receiving Border Function should be treated according to the Expedite Forwarding Per-Hop Behavior [10], [11], or alternatively according to the Assured Forwarding Per-Hop Behavior [12].

The industry conventionally uses both AF and EF PHB for signaling traffic. Where one carrier internally uses AF and the other interconnecting carrier internally uses EF, then bilateral agreement is required on how to configure the interconnection to re-mark the packets appropriately. Further if different DSCP markings within the AF class are used, bilateral agreement will be required regarding as to whether the different marking is maintained or traffic re-marked as described for AF / EF marking.

For the interconnection configuration specified in Section 6.3.2, signalling traffic leaving the sending Border Function towards the sending PE router is treated either according to:

· the Expedite Forwarding Per-Hop Behavior, as specified in RFC 3246 [10] and RFC 3247 [11];

· the Assured Forwarding Per-Hop Behavior as specified in RFC 2597 [12];

· the Default forwarding PHB , as specified in IETF RFC 2474 [8].

