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ABSTRACT 
This contribution describes a basic framework for the IP Routing Solution being worked by the SIP/NNI working group and the characteristics that it should have to make it useful for a variety of cases.
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SIP Call Routing Solution Framework

This contribution proposes a basic framework for the IP routing solution being discussed by the SIP Forum/ATIS NNI Working Group. As shown in Figure 1, it aims at a simple decomposition of the logical elements and interfaces needed for the IP Routing solution.  Each separate element and interface function can be separately described and the merit of implementations can be assessed within this framework. The frame work is not meant to imply a specific implementation; although it might use specific implementations in the descriptions below.

This solution framework should allow for:

1. Inter-working with current PSTN LNP/LRN infrastructure to provide for transition period from current routing framework to an IP based routing framework as the target solution should be able to work for both current legacy and all IP routing service providers during a transition period.  We should also maximize use of standards based interfaces for the all IP routing framework. 

a. Clearly define what data should be maintained by the Tier 0/1 routing repository to avoid any misconceptions with current legacy repositories. It is expected that a subset of the data be the same.

2. Multiple Tier 0/1 providers that can synchronize their data and provide access to the routing data to both service providers and new private providers.

3. Direct transfer of routing data to both master repository and directly among trusted service providers.

4. Provide both bulk routing data distribution and updates and single routing query services.

5. Both Direct Interchange of traffic among service providers and use of third party providers for call transport and routing.

6. New service providers to start and be fully operational on a new all IP routing framework without having to use the legacy PTSN routing constructs.

7. Extensibility to non E.164 addresses and other services beyond traditional Voice without having to change the solution framework
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Figure 1. PSTN All IP Routing Solution Framework

1. TN to Provider Repository (Tier 0/1 Repository)

a. Basic Data 

i. TN (E.164)

ii. Provider Identifier (domain url)

b. Extended Data

i. Capabilities (e.g., voice, data, video)

ii. Public Key

iii. Others?

2. Interface to Legacy LNP Routing System

a. The Interface between the legacy PSTN routing infrastructure and the Tier 0/1 repository does not need to be standardized as it will only exist during the PSTN transition period only.  It might also possible for the legacy infrastructure to connect to the Tier 0/1infrastructure as a secondary Tier 0/1 provider, via standard based interfaces for routing data exchange, or even as the main Tier 0/1 provider for the Routing Repository.

b. Data Transfer from Legacy to Tier0/1 Repository – The basic data (TN and carrier domain url) should be able to be transferred as is from the Legacy repository to the Tier 0/1 Repository. A re-purposed of NPAC field should include TN service provider url. 

c. Data Transfer from Tier 0/1 Repository to Legacy LNP Routing – The reverse data transfer from the Tier 0/1 Routing Repository to the Legacy LNP routing DB must have a mechanism to associate, maybe via the LERG, the TN stored in the Tier 0/1 Repository and the appropriate LRN/OCN information needed by the legacy infrastructure. It might be possible for third parties to be able to offer this transitional data mapping services for new IP only carriers.

i. A simple mechanism for all IP service providers would be to designate a single LRN per IP only service provider that then is statically used by the Tier 0/1 Repository when uploading data to legacy LNP routing system. 

d. Synchronization of Data – Data across Tier 0/1 providers and Legacy needs to be synchronized regularly, to make sure latest update on TN carrier information are propagated across the network in a timely fashion and within industry regulations.

3. Routing Data Updates 

a. Routing data uploads and exchanges can be achieved via DNSSEC.

b. Routing data uploads and sharing should be available to smaller IP only providers. This should also allow for the possibility of smaller/private customers of service providers to share information with their own service providers and private direct url settings that might be different than the public information shared via Tier 0/1 repository

c. Routing data uploads from service provides must be validated or subject to industry best practices to avoid mistakes on the TN carrier information and causing misdirected call attempts and call failures.

4. Tier 0/1 to Tier 0/1 Updates/Exchanges

a. DNSSEC
 can be used to exchange routing data across primary and secondary Tier 0/1 repositories. This will allow for multiple redundant repositories as deem appropriate by regulatory agencies and possible with other international routing repositories.

5. Direct Query for Call Routing

a. Direct Query for Routing data can be supported via ENUM standard queries and should return the Service Provider url in NATPR response

6. Data Usage within Service Provider (or Transit Provider)
a. Destination provider URL can then be used internally by service provider to

i. Select Egress SBC to destination provider, if there is one

ii. Select Egress SBC to transit provider, if there is no direct connection to destination provider

iii. Select PSTN Gateway, if the only connection to TN destination provider is via legacy TDM trunks

iv. Use DNS to find out the Destination provider information (most likely public Internet Connection)
b. Data usage by transit provider should be the same as those identified above for service providers.

It would be desirable for this working group to define/recommend a set of logical steps for migrating from current PSTN routing to an all IP routing infrastructure based on available technology and functionality and reasonable advancement in technology and functionality.

