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1. Purpose
With the start of 2005, the FCC initiated a new set of service outage reporting requirements for service providers (see ET Docket 04-35, FCC 04-188, August 19, 2004).  These requirements extended reporting beyond the wireline segment of the telecommunications industry to the wireless, satellite, and cable segments.  In addition, they created new metric threshold requirements for reporting and identified new data items for reporting.
In 1995, Committee T1 had created Technical Report No. 42 “A Technical Report on Enhanced Analysis of FCC-Reportable Service Outage Data” to aid the industry in the analysis of data contained in service outage reports to the FCC.  The techniques in the report focused on the quantitative assessment of the impact of these outages and on the normalization of this impact relative to changes in network size over time.  The techniques in the report were based on the FCC’s outage reporting requirements prior to 2005.  They were restricted to the wireline segment of the industry and are no longer relevant to the current reporting requirements.

This draft Technical Report provides techniques for the analysis of FCC-reportable service outage data relevant to the reporting requirements the FCC initiated in 2005.  The techniques focus on establishing an impact measure for an outage to replace the T1 Outage Index defined in TR42.  The report also provides techniques for the normalization of the impact measure relative to network change over time and describes techniques for the statistical analysis of the measure.  Possible statistical techniques for using FCC-reportable service outage data prior to 2005 in analyzing trends over time in the early years of the new reporting requirements are also suggested.  These techniques are provided as an aid to the telecommunications industry including the individual reporting service providers and agencies and committees with access to the reports or data captured from the reports.
2. Scope
To be provided.
3. Application
To be provided.
4. Related Work
TR-42 defined an outage index for wireline communications which required the following data elements for calculation:

· Number of customers potentially affected (based on number of subscriber lines or number of blocked calls)

· Services affected (IntraLATA Intraoffice, IntraLATA Interoffice, InterLATA Interoffice, and/or E911)

· Date the outage occurred

· Time the outage occurred

· Duration of the outage

The use of the TR-42 outage index with the current data reported is compromised by the lack of reporting services affected.

TR-24a expanded the outage index concepts in TR-42 to industry segments other than wireline (i.e., wireless, cable TV, and satellite).
5. Data Elements Reported to the FCC

Service providers report qualifying service outages to the FCC via the Network Outage Reporting System (NORS).  The NORS Manual describes the data elements supplied in these reports.  The data elements include:

· Serial Number for Report

· Initial or Final Report

· Name of Reporting Entity

· Type of Entity Reporting

· Date of Incident

· Local Time Incident Began

· Time Zone

· Outage Duration

· Explanation of Outage Duration

· Inside Building

· Services Affected

· Number of Potentially Affected (users)

· Number of Affected Blocked Calls (Real-Time or Historic)

· Number of Affected DS3s

· Lost SS7 MTP Messages

· Geographic Area Required

· Description of Incident

· Description of the Cause(s) of the outage

· Direct Cause

· Root Cause

· Contributing Factors

· Lack of Diversity

· Malicious Activity 
· Name and Type of Equipment that Failed

· Specific Part of Network Involved

· Methods used to restore Service

· Was TSP Involved in the Restoration?

· Steps taken to Prevent Recurrence

· Applicable Best Practices that might have prevented the Outage

· Best Practices used to Mitigate Effects of the Outage

· Analysis of Best Practices
6. Outage Index

This section will provide the definition of an outage index measuring the impact of each outage on the user community.  An outage index could be defined for each industry segment required to report to the FCC:

· Wireline communications

· Paging and wireless communications
· Cable circuit-switched telephony
· Satellite communications.

It would be useful if the outage indexes for each industry segment were aligned for consistency.

6.1 Desirable Outage Index Properties
An outage index (I) is a function which assigns a numerical value I(O) to an outage O.  The function is designed as a measure of the customer impact which integrates three “data items” — Services Affected, Duration, and Magnitude (number of customers affected) — into an index.  Since every outage has some impact (although negligible in many cases), a useful intuitive property for an index is that it is non-negative (i.e., I(O) ≥ 0 for any outage O).  Another intuitive property is that I(O1) > I(O2) if outage O1 is considered more severe than outage O2.  Below are three additional properties believed to be essential for this index function:

Property 1: The index should account for the relative importance of the different services affected by the outage.  In other words, if two outages O1 and O2 have the same duration and magnitude, but each affects a different service, S1 and S2, then I(O1) > I(O2) if S1 is considered a more important service than S2.

Property 2: Aggregated index values calculated by summing individual outage index values over time periods should allow comparisons across time periods.

Property 3: The aggregate outage index for a year with several small outages is less than the index for a year with one outage where its duration (or magnitude) equals the sum of the durations of the small outages.  On the other hand, the aggregate outage index for a year with several large outages is greater than the index for a year with one large outage where its duration (or magnitude) equals the sum of the durations of the several large outages.  This index behavior is captured by S-shaped curves which rise slowly with outage duration (or outage magnitude), increase rapidly near an inflection point, and then rise slowly again past that point.
6.2 Definition of Outage Index

The outage index defined has the following form:

I(O) =  EQ \I\SU (j=1,\S\UP4(N), WS(j)WD(j)WM(j)) 
where j=1, ... , N are the services, WS(j) is the weight of service j, WD(j) is the weight of the outage duration for service j, and WM(j) is the weight of outage magnitude or extent for service j.  

6.2.1 Service Weight

The outage index calculation uses two services (N = 2):

1) General communications with a service weight WS of 3.  All outages affect general communications.

2) E911 with a service weight WS of 3.  E911 service is considered affected if the E911 box under “Effects of the Outage – Service Affected” is checked.

6.2.2 Duration Weight

The duration weight is determined with respect to the quantities reported in the Outage Duration fields (Hrs and Min).  If the duration is less than or equal to 30 minutes:



.

If the duration is greater than 30 minutes:



.

Figure 6.1 presents a plot of Duration Weight versus outage duration in minutes.
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Figure 6.1. Duration Weight as a Function of Outage Duration
6.2.3 Magnitude Weight

The magnitude weight for an outage is determined with respect to the number of customers affected.  If the number of customers affected is less than or equal to 50,000:



.

If the number of customers affected is greater than 50,000:



.

Figures 6.2 and 6.3 present plots of Magnitude Weight versus customers affected by an outage.
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Figure 6.2. Magnitude Weight as a Function of Customers Affected
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Figure 6.3. Detail of Magnitude Weight as a Function of Customers Affected

The number of customers affected is determined in the following way:

Step 1:  Calculate the number of users affected by taking the maximum of the Number of Potentially Affected fields under Effects of the Outage (i.e., Wireline Users, Wireless (non-paging) Users, Paging Users, Cable Telephony Users, and Satellite Users). 

Step 2: Calculate the number of equivalent customers affected based on the reported number of Blocked Calls.  If the Historic field is checked for Blocked Calls, then this number is equal to the reported number of Blocked Calls.  If the Real-Time field is checked for Blocked Calls, then this number is equal to the reported number of Blocked Calls divided by 3.

Step 3: Calculate the number of equivalent customers affected based on the reported number of DS3s affected.  This number is equal to the reported number of DS3s affected multiplied by 666.667.  This conversion is based on the equivalency of 672 DS0 circuits to a DS3 as discussed in FCC 04-188.

Step 4: Calculate the number of equivalent customers affected based on the reported number of Lost SS7 MTP Messages.  If the Historic field is checked for Lost SS7 MTP Messages, then this number is equal to the reported number of Lost SS7 MTP Messages multiplied by 30,000 and divided by 167,000.  This conversion is based on the Alcatel equivalency of 500,000 lost MTP messages with 90,000 blocked calls as discussed in FCC 04-188.  If the Real-Time field is checked for Lost SS7 MTP Messages, then this number is equal to the reported number of Lost SS7 MTP Messages multiplied by 10,000 and divided by 167,000.

Step 5: The number of customers affected for determining the magnitude weight is the maximum of the four values calculated in Steps 1 through 4.
6.3 Outage Index Examples

6.3.1 Outage Index Values Given Outage Duration and Outage Magnitude Metric

Each column of Table 6.1 provides outage indexes for a given duration and a variety of magnitudes. Each row of the table provides outage indexes for a given magnitude and a variety of durations.  The magnitude can be expressed in different ways (e.g., blocked calls, customers, DS3s) as well as historic or real-time measures. Each row has an equivalent magnitude for the purposes of the outage index calculation; for example, 10 million customers affected is equivalent to 15,000 DS3s affected or 30 million real-time blocked calls. 

Table 6.1.  Outage Index Given Magnitude and Duration

A. E911 Not Affected
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 B. E911 Affected

6.3.2 Outage Durations and Outage Magnitude Metrics that Result in a Given Outage Index Value

Figures 6.4 and 6.5 present contour plots of outage index versus magnitude (customers affected) and duration (hours). Each line of the plot represents an outage index value; for example, the line marked 10 in the right margin of the plot gives all magnitude and duration combinations that result in an outage index of 10. Figure 6.4 presents results when E911 is not affected while Figure 6.5 presents results when E911 is affected.


Figure 6.4.  Outage Index Contours Given Magnitude and Duration (E911 Not Affected)


Figure 6.5.  Outage Index Contours Given Magnitude and Duration (E911 Affected)


6.4 Definition of Aggregated Outage Index
The aggregated outage index represents the impact of a set of FCC-reportable service outages.  The simplest function defining such an aggregated outage index is the sum of the outage indexes for the individual service outages in the set.
7. Normalization

This section will address techniques for normalizing the analysis of outage frequency and aggregated outage index with respect to changes in the network under consideration over time.
7.1 Normalization of Outage Frequency

To be provided.
7.2 Normalization of Aggregated Outage Index

To be provided.
8. Control Charts

This section addresses techniques for the creation of control charts for outage frequency and aggregated outage index.  
8.1 Control Charts for Outage Frequency

This section provides a control chart methodology for the number of outages in a time period from FCC-reportable service outage data.  It emphasizes the application of appropriate statistical tests rather than the derivation of these tests.

In contrast to trend analysis, control charts of outage frequency are used to gauge the state of network reliability at a particular moment in time rather than its change over a period of time.  Control charts are constructed based on past data which represents the norm of the process. The levels in the control chart identify regions in which new data depart from the norm, positively (number of outages is much less than the norm) or negatively (number of outages is much greater than the norm).  It is important to establish a useful level of significance for the control charts that balances errors of commission (false identification of departures from the norm) against errors of omission (not identifying departures from the norm).

Control charts for outage frequency are based on the assumption that the number of outages in a time period follows a Poisson distribution.  The mean parameter μ for the distribution is based on the average number of outages experienced in past time periods of similar length.  The time periods used for defining μ should be representative of the process.  While data may be available for long periods of time, much of it may be out-of-date and thereby unrepresentative of the current process; data from those periods too far in the past to be considered representative should not be included.  The model can be extended to consider changes in the network size; however, this is beyond the scope of the document at this time.

Example
The table below gives the number of outage reports in the last 20 quarters for a network.  In the first four quarters, the network implementation was at the tail end of a major technological change and growth followed by relative stability in the subsequent 16 quarters.  For this reason, the control chart mean was based on the average number of outage reports in years 2 through 5:

μ = (60 + 51 + 51 + …+ 55 + 49) / 16 = 51.0.

	 
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	Q1
	41
	60
	42
	57
	43

	Q2
	36
	51
	49
	54
	57

	Q3
	35
	51
	65
	46
	55

	Q4
	51
	49
	41
	47
	49


Control limits can be constructed using the Poisson distribution and the control chart mean μ.  The Upper Control Limit (UCL) is a value such that

Pr(X > UCL) ≤ α and Pr(X > UCL-1) > α
where X is a random variable from a Poisson distribution with mean μ and α is a pre-defined one-sided level of significance.  The UCL is set so that the probability of exceeding it is small if the process has not changed.  Since the Poisson distribution has integer values only, the UCL can be any one of an infinite number of values between two consecutive integers; typically, the UCL is set as the halfway point between two consecutive integers.

Similarly, the Lower Control Limit (LCL) is a value such that

Pr(X < LCL) ≤ α and Pr(X < LCL+1) > α
where X is a random variable from a Poisson distribution with mean μ and α is a pre-defined one-sided level of significance.  (In general, a different level of significance is permissible but generally symmetry is preserved between the UCL and LCL by using the same level of significance.)

For control charts on outages and their impacts, the focus is generally on the UCL in order to identify if current reliability is worse than expected from past experience.  However, the LCL can be useful as well in identifying improvements in reliability or changes in the process.

Example

The table below shows probabilities from a Poisson distribution with mean 51.0, the control chart mean from the earlier example.

	x
	Pr(X < x)
	x
	Pr(X > x)

	38
	0.024997
	64
	0.033070

	39
	0.035471
	65
	0.024623


Assuming that α = 0.025 has been decided as the one-sided level of significance for both the UCL and the LCL:

· LCL = 37.5 since Pr(X < LCL) = Pr(X < 38) = 0.024997 ≤ α and
Pr(X < LCL+1) = Pr(X < 39) = 0.035471 > α
· UCL = 65.5 since Pr(X > UCL) = Pr(X > 65) = 0.024623 ≤ α and
Pr(X > UCL-1) = Pr(X > 64) = 0.033070 > α.
Note that 37.3 and 65.6 would also work as the LCL and the UCL in this example (as well as an infinite quantity of values between 37 and 38 and between 65 and 66).  The midpoints of these intervals have been chosen primarily for purposes of plotting on charts.

The control chart for this example is shown below.  Note that the use of the midpoint of the interval facilitates the visual identification of a data point being above or below a control limit.  The data point for Year 6 Quarter 1 is left blank for completion once the data is known.  This point can then be compared with the control limits.  A point above the UCL would be cause for concern that reliability in Year 6 Quarter 1 was significantly worse than in the past.  A point below the LCL would be an indication that reliability in Year 6 Quarter 1 was significantly better than in the past.  A data point between the two control limits indicates that reliability in Year 6 Quarter 1 was not significantly different from the past.  
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For some data sets with low numbers of outage reports, an LCL may not be calculable.  For example, if mean μ = 3.0, then Pr(X = 0) = 0.0498.  An LCL does not exist for α = 0.025 since it is impossible to find a region of low values with probability of occurrence less than 0.025.  However, for α = 0.05, LCL = 0.5 since the Pr(X < LCL) = Pr(X = 0) = 0.0498 ≤ α.

The level of significance for control charts should be selected so that the significant departures from the mean are identified without risking excessive false identifications of departures.  High values for levels of significance increase the chance of identifying such departures but they also increase the chance of finding “false” departures when none exists.  Calculating the power of the test established by a level of significance is useful in establishing a level of significance.  The power of the test is the probability of indicating a departure from the mean for alternative values of the mean once a level of significance has been selected.  Analysis of the power gives a feel for the sensitivity of the test to various departures from the mean. 

It is sometimes useful to establish multiple UCLs and or LCLs.  For example, in the past, the NRSC used two UCLs in constructing control charts for FCC-reportable service outages, one for α = 0.005 and another for α = 0.025.  A time period (e.g. quarter, year) in which the number of outage reports exceeded the 0.005 UCL prompted immediate investigative action by the NRSC while one that exceeded the 0.025 UCL but not the 0.005 UCL was cause for close scrutiny.  Thus, multiple UCLs can be used to establish varying levels of response to increasing departures from the reliability norm.

8.2 Control Charts for Aggregated Outage Index

To be provided.
9. Trend Analysis

This section addresses techniques for the identification and testing of trends in outage frequency and aggregated outage index over time.  
9.1 Trend Analysis of Outage Frequency

This section provides a methodology for trend analysis of the number of outages in a time period from FCC-reportable service outage data.  It emphasizes the application of appropriate statistical tests rather than the derivation of these tests.

The primary purpose of collecting outage data is to better understand the state of network reliability.  Since outages are not deterministic, this requires a statistical model which uses the data to describe the underlying process.  The data can be tracked across time, thus providing insight to trends in the performance of the network.

A first step in analyzing the data is to plot it.  This allows possible trends to be seen (an indication of whether the number of outages is decreasing or increasing with time); however, plots alone are insufficient because their interpretation is highly subjective.

To better understand the state of network reliability, it is first necessary to develop a statistical model of the process to be tracked and identify the parameters of interest.  Then, one can develop estimates of the parameter values which vary over time.  For the number of outages in a given time period, the data is modeled as a Poisson distribution where the parameter of interest is the number of outages in the time period.

9.1.1 Poisson Regression Model
The model used here is Poisson regression.  Given the outage rates (number of incidents) in each of k time periods of equal length, the data is modeled as independent observations from a non-stationary Poisson process.  A single explanatory variable, time period, is considered.  The model, which attempts to describe a monotonic change in the outage rate over time, can be used to:

1. determine whether the number of outages exhibits a statistically significant monotone trend, 
2. estimate the magnitude of such a trend, and

3. predict the number of outages in a future time period.

In the model for monotonic trends employed in this appendix, the expected number of outages in time period i, denoted E(Yi), is given by:

E(Yi) = (i-1) .
(9.1)

The two parameters in this model are  and .

From Equation 9.1, it can be seen that two adjacent means always vary by a factor of .  This factor  is called the trend factor.  If  > 1, there is an increasing trend in the mean number of outages per time period and declining reliability.  For  < 1, there is a decreasing trend and reliability growth.  When  = 1, there is no trend, and the model reduces to:

E(Yi) = 
(9.2)

In this case, the expected outage rate does not change with time.

Trend charts, which can be generated based on this model, allow data from several consecutive periods of time to be analyzed.  A trend chart can show a trend line indicating the expected number of incidents based on the model, as well as the actual number of incidents observed during each time period.

9.1.2 Testing for Evidence of a Trend
Once data on the number of outages is obtained, the first step is to determine whether the data exhibit a statistically significant monotone trend.  Suppose there are k non-overlapping time periods (e.g., quarters, years) of equal length from which the data has been collected.  Let yi for i = 1, ... , k be the number of incidents occurring in the ith time period.

To test for evidence of a trend, a statistical test of the null hypothesis, H0: = 1, is performed.  = 1 implies there is no trend in the data.  The alternative hypothesis, Ha:  ≠ 1, implies that a trend exists.  The value of the test statistic, denoted by Z, is computed based on the data.  If this value is too extreme, H0 is rejected and it is concluded that there is a real trend.  The procedure is as follows:

1.
Compute the score statistic: 
T =
[image: image5.wmf]å

=

k

1

i

i

y

i

.
2.
Under the assumption that H0 is true, standardize T by subtracting its mean and dividing by its standard deviation: 
Z =  EQ \F(T - N(k + 1)/2,[N(k2 - 1)/12]1/2)  ,

where N =  EQ \I\SU (i=1,\S\UP4(k), yi)  .  The value of Z has an approximate standard normal distribution when there is no trend.

Large positive values for Z indicate strong evidence of an increasing trend, while values much less than zero indicate strong evidence of a decreasing trend.  Values for Z near zero indicate that evidence of a trend does not exist.

In hypothesis testing, the user specifies a degree of confidence in the test.  This decision is based on how often the user is willing to incorrectly conclude that a trend exists in the data when it really does not.  This probability is called .  Selecting  is equivalent to deciding how far away from zero the test statistic should be to reject H0 and conclude that a trend does indeed exist.  It is important that a test statistic correctly detects trends that truly exist.  The probability of correctly detecting true trends is called the power of the test.  In this case, the power of the test depends on how large the trend is, how long the trend has occurred, and how many outages are expected.  As such, providing graphs of the power of the test as a function of these three parameters is beyond the scope of this document.

Let z/2 be the /2 quantile of the standard normal distribution and z1-/2 be the (1- /2) quantile of the standard normal distribution.  Then there is an  chance that a standard normal random variable lies outside of the interval (z/2, z1-/2).  For example, with  = 0.05, [z/2, z1‑/2] = [-1.96, 1.96].  This says that there is only a 5% chance that Z lies outside the interval [‑1.96, 1.96].  Hence, if Z lies outside this interval, it is concluded that a trend exists.

Once  (the probability of rejecting H0 when it is true) is chosen, Table 9.1 gives the conclusion to be drawn from the computed value of Z.  Using a 90% or 95% level of confidence ( = 0.10 or 0.05 respectively), the values in Table 9.1 reduce to those given in Table 9.2.

Table 9.1.  Hypothesis Test for Existence of a Trend

	Outcome
	Conclusion

	Z < z/2 
	 < 1, a decreasing trend

	Z > z1-/2 
	 > 1, an increasing trend

	z/2 ≤ Z ≤ z1-/2 
	Insufficient evidence for existence of a trend


Table 9.2.  Hypothesis Test for Existence of a Trend at the 90% and 95% Confidence Levels

	90% Level of Confidence

 = 0.10
	95% Level of Confidence

 = 0.05
	Conclusion

	Z < -1.645 
	Z < -1.96 
	 < 1, a decreasing trend

	Z > 1.645
	Z > 1.96
	 > 1, an increasing trend

	-1.645 ≤ Z ≤ 1.645 
	-1.96 ≤ Z ≤ 1.96 
	Insufficient evidence for existence of a trend


9.1.3 Calculating the Parameters for the Model

i)  No Trend Present
If it is concluded (from Table 9.1) that no trend is present, then the trend model given in Equation 9.2 becomes:

E(Yj) ≈  EQ \O(h,^)  =  EQ \I\SU (i=1,\S\UP4(k), (yi / k))  .
(9.3)

This says that the expected number of outages during any time period j is the constant
∑ yi / k, where yi is the number of incidents occurring in the ith time period and k is the total number of time periods for which data has been collected.

ii)  Evidence of a Trend
If, on the other hand, it is concluded that a trend exists, , the magnitude of the trend, is estimated.  From this, the expected number of outages in each time period is calculated.   is obtained from the following equation:

  EQ \F(- Nkqk-1,qk - 1)  +  EQ \F(N,q - 1)  +  EQ \F(1,q) (T - N)  = 0 .
(9.4)

Equation 9.4 can be solved using a numerical iterative procedure such as the Newton-Raphson method.  Various software packages have built-in routines for this purpose.  Let  EQ \O(q,^)  denote the numerical solution obtained.  Then  EQ \O(h,^)  is calculated as follows:

 EQ \O(h,^)  =  EQ \F(N(\O(q,^) - 1),\O(q,^)k - 1)  .
(9.5)

Using these values of  EQ \O(q,^)  and  EQ \O(h,^) , the trend model (see Equation 9.1) becomes:

	Expected Number of Outages in Time Period i
	=  EQ \O(Y,^) i =  EQ \O(h,^) \O(q ,^)(i - 1)  .
	(9.6)


9.1.4 Predicting Future Outage Rates
It is also desirable to use the data to make predictions on future outage rates.  Suppose data has been collected over k time periods, y1, ... , yk.  Let  EQ \O(Y,^) k+1 denote the predicted number of outages for the (k+1)th time period.  Then  EQ \O(Y,^) k+1 is calculated as follows:

 EQ \O(Y,^) k+1 =  EQ \O(h,^) \O(q,^)  k .
(9.7)

9.1.5 Example Test for Evidence of a Trend Using a 95% Level of Confidence
A network experienced the following outages in five months of operation:

Table 9.3.  Example of Monthly Outage Rate Data

	Month (i)
	Observed Number of Outages (yi)

	1
	91

	2
	52

	3
	61

	4
	29

	5
	24


Using the data, calculate k, T, N, and Z as described in Section 9.2.1.2:

k = 5

T = 
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= 1 x 91 + 2 x 52 + 3 x 61 + 4 x 29 + 5 x 24 = 614

N =  EQ \I\SU (i=1,\S\UP4(k), yi)  = 91 + 52 + 61 + 29 + 24 = 257

Z =  EQ \F(T - N(k + 1)/2,[N(k2 - 1)/12]1/2)  =  EQ \F(614 - 257(5 + 1)/2,[257(52 - 1)/12]1/2)  = -6.93 .

To test for evidence of a trend, use Table 9.2 with  = 0.05.  Since Z = -6.93 which is less than -1.96, it is concluded that there is a decreasing trend in outage frequency (i.e., improvements are occurring in one or both of the network survivability and network reliability).

Upon concluding that a trend exists, the magnitude of the trend is estimated.  Substituting N = 257, T = 614, and k = 5 in Equation 9.4 yields:
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+  EQ \F(257,q - 1)  +  EQ \F(1,q) (614 - 257)  = 0 .

Applying a numerical routine to solve for  yields:

 EQ \O(q,^)  = 0.727 .

Substituting this value for  into Equation 9.5 yields:

 EQ \O(h,^)  =  EQ \F(N(\O(q,^) - 1),\O(q,^)k - 1)  =
[image: image8.wmf](

)

1

727

.

0

1

727

.

0

257

5

-

-

´

= 88.04 .

Substituting these values of  EQ \O(q,^)  and  EQ \O(h,^)  into Equation 9.6 the expected number of outages in the second month is calculated as:

 EQ \O(Y,^) 2 =  EQ \O(h,^) \O(q,^)(2 - 1)  = 88.04 x 0.7271 = 64 .

The following table shows the observed number of outages versus the model estimates of the expected number of outages for each month:

Table 9.4.  Example of Observed vs. Expected Number of Outages in a Month

	Month (i)
	Observed Number of Outages (yi)
	Expected Number of Outages ( EQ \O(Y,^) i )

	1
	91
	88

	2
	52
	64

	3
	61
	47

	4
	29
	34

	5
	24
	25


Figure 9.2 plots the outage data for this example and the model estimates (expected number of outages) obtained from the analysis.  The model mean shows the trend in outage frequency over the five months.
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Figure 9.2.  Trend Model for the Example Data (Decreasing Trend Indicated)

Based on this model, the predicted number of outages for the sixth month (using Equation 9.7) is:

 EQ \O(Y,^) 6 =  EQ \O(h,^) \O(q,^) 5 = 88.04 x 0.7275 = 18 .
9.2 Trend Analysis of Aggregated Outage Index

To be provided.
10. Conclusion

To be provided.
11. Definitions

To be provided.
12. Abbreviations and Acronyms

	ATIS
	Alliance for Telecommunications Industry Solutions

	FCC
	Federal Communications Commission

	NRSC
	Network Reliability Steering Committee

	TR
	Technical Report
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