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ABSTRACT 
This document details describes some complexities in implementation of routing for IP interconnection of E.164 addressed traffic based on aggregation through existing NANP constructs and indicates how registry approaches can help simplify implementation.
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As discussed in the ATIS/SIP Forum IP NNI Task Force routing report, service providers using aggregation approaches based on existing NANP constructs have a variety of choices for how to indicate the set of E.164 numbers available for IP interconnection and to be delivered across a given exchange point or set of points to some set of Session Border Controller IP addresses. The breadth of options can, however, be a curse as well as a blessing. In the actual process of traffic exchange negotiations, AT&T has found itself dealing with requests to use different constructs with different interconnection partners.  Since routing provisioning generally winds up requiring provisioning of routes against NPA-NXXs or LRNs this involves building multiple different provisioning processes. Where IT development is required to support these processes, this need delays implementation and adds expense that is ultimately throw-away. 
Moreover, it is rarely the case that the routing discipline desired by the terminating service providers is a simply one-to-one association of a NANP aggregate with a single exchange point/SBC IP address. Diversity is required at a minimum and generally a service provider will want to distribute traffic across a subset of interconnects according to some discipline, for example round robin or proportional routing.  The overlay of these distribution requirements onto a basic high level geographic routing structure adds further complexity.
Figures 1  and 2 below shows a simplified view of the routing that may be required.
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Figure 1. SP A to SP B Routing – Proportional distribution across all sites in a region

Service Providers B uses three regions and two sites in each. Service Provider A has two regions, also each with two sites. SP A and SP B have agreed to interconnect at three physical exchange points. Both are shown as having three SBCs at each site. SP B has asked that SP 

A deliver traffic to telephone numbers associated with its Eastern region (defined as some aggregate of states or LATAs) evenly distributed across two its two sites and six SBCs via two exchange points. If a route consists of an egress and ingress SBC pair there are then 36 routes at a logical level if SP A uses it two Eastern sites as the origin of traffic destined for SP B’s Eastern region. Similarly SP A needs to distribute traffic for SP B’s Central and Western regions evenly across those sites. And, since the two service providers use different numbers or regions, SP A must decide how to divide up B’s three regions across its two regions. In the real world there may well be more regions, more sites per region, and more SBCs per site.
Figure 2 shows a portion of the routing plan that SP A asks SP B to implement for traffic in the opposite direction.
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SP A asks that traffic for numbers it associates with each of its sites be first distributed across each of the SBCs in that site and only then should routes to the second site in a region be attempted.

Each service provider must build the routing plan demanded by each of its interconnect partners who may choose to divide the numbering space and interconnect topology differently.
The takeaway is that the originating service provider may have considerable work to do to build the routing scheme desired by the terminating provider into its routing translations. It is well and good to state that an originating SP should have control of how it routes but the fact is that this freedom is always constrained by the interconnection plan negotiated with the terminating provider.
In this light it is worth considering whether the burden of incorporating the details of such agreements into actual routing – and doing it differently for different partners – is best shouldered by the originating provider. An alternative is a registry method where a query to the terminating provider determines the interconnect point or points to be used and handles the distribution discipline as defined in the agreement. Under such an approach, as can for example be achieved with the per-TN methods discussed in the report, a service provider need only implement the routing discipline they require for terminating calls in their server queried by the originating party as opposed to each service provider having to implement in their originating routing engine each terminating SP’s required routing discipline.

This simplification might be achieved in a number of ways which would also reduce the burden of the bilateral exchange process that today may require updates whenever new SBCs are added to a network.

First, it may be possible to make use of the capability of name servers to respond to queries with additional information (see RFC 6116 section 3.4.1). Thus, in a response to an ENUM query, a Tier 2 name server might not only provide NAPTR records but also SRV records for the hostname in the encapsulated URI. The SRV records could be used to achieve proportional and/or primary/secondary routing as in the example above. The receiving provider could then use DNS resolution instead of having to pre-build the desired routing patterns.  Address records may also be included to eliminate an additional resolution query. Under this approach each SP builds the routing they require in their DNS rather than building specialized routing per each interconnection partner in a higher layer network element.
In the Figure 1 scenario above an ENUM query for a number associated with SP B’s East region would return the following RR set:
9.0.3.5.7.6.8.4.9.7.1.e164enum.net IN NAPTR 10 100 "u" "E2U+sip" "!^.*$!sip:\1@ East.spb.net; user=phone!"

 _sip_East.spb.net IN SRV 0 1 5060 eastsite1-sbc1.spb.net
                              IN SRV 0 1 5060 eastsite1-sbc2.spb.net

                              IN SRV 0 1 5060 eastsite1-sbc3.spb.net

                              IN SRV 0 1 5060 eastsite2-sbc1.spb.net

                              IN SRV 0 1 5060 eastsite2-sbc2.spb.net
                              IN SRV 0 1 5060 eastsite2-sbc3.spb.net

With additional records:

eastsite1-sbc1.spb.net IN  A xxx.xxx.xxx.xx1
eastsite1-sbc2.spb.net IN  A xxx.xxx.xxx.xx2
eastsite1-sbc3.spb.net IN  A xxx.xxx.xxx.xx3
eastsite2-sbc1.spb.net IN  A xxx.xxx.xxx.xx4
eastsite2-sbc2.spa.net IN  A xxx.xxx.xxx.xx5
eastsite2-sbc3.spb.net IN  A xxx.xxx.xxx.xx6
BGP announcements would be configured to prefer routing the above IP addresses over the top two PoIs in Figure 1.
On the other hand, SP A would respond to an ENUM query for a number associated with its East site 1 as follows:

1.1.3.9.7.7.7.4.9.7.1.e164enum.net IN NAPTR 10 100 "u" "E2U+sip" "!^.*$!sip:\1@ East.spa.net; user=phone!"
_sip_East1.spa.net IN SRV 1 1 5060 eastsite1-sbc1.spa.net

                              IN SRV 1 1 5060 eastsite1-sbc2.spa.net

                              IN SRV 1 1 5060 eastsite1-sbc3.spa.net

                              IN SRV 2 1 5060 eastsite2-sbc1.spa.net

                              IN SRV 2 1 5060 eastsite2-sbc2.spa.net

                              IN SRV 2 1 5060 eastsite2-sbc3.spa.net

With additional records:

eastsite1-sbc1.spa.net IN  A yyy.xxx.xxx.xx1

eastsite1-sbc2.spa.net IN  A yyy.xxx.xxx.xx2

eastsite1-sbc3.spa.net IN  A yyy.xxx.xxx.xx3

eastsite2-sbc1.spa.net IN  A yyy.xxx.xxx.xx4

eastsite2-sbc2.spa.net IN  A yyy.xxx.xxx.xx5

eastsite2-sbc3.spa.net IN  A yyy.xxx.xxx.xx6

Note the additional record scenario no bilateral exchange of IP addresses on a per SBC basis is required, though the interconnecting providers will want to share the address ranges that will be used for security purposes.
While the above represents the best case in terms of the least amount of data that needs to be shared bilaterally and the greatest flexibility in terms implementing network changes, intermediate steps may be taken in this direction. For example, independent queries could be used to obtain SRV and A records or one or both types of records could be provided in the bilateral exchange. This limits flexibility but might make some providers feel more secure.

The scenario above is simplest when common SBC addresses are assigned for number groupings rather using different SBCs for the same number with different service providers. Even the latter case can be accommodated by implementation of DNS views to allow different RR sets to be returned to different providers and is not an issue if AA records are provided off line.

� And note that, if an SBC is used to terminate calls to multiple interconnect partners, for example, if SBCs are allocated per some block of terminating numbers, the exchange will have to take place with multiple SPs who will each then have to update their translations.






