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ABSTRACT 
This document proposes some interoperability scenarios between Service Providers using Aggregate and Per TN routing approaches.  
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Discussion
The PTSC/SIP Forum – IP NNI Task Force has organized the industry routing options into two major sections
· Aggregate Approaches Based on Existing NANP Data Structures, and
· Per-TN Approaches
Based on Industry discussions several observations can be made:
· There will not be a single solution
· Service Providers will/have implemented different solutions
· Therefore, IP interconnect data solutions will differ depending on how Service Providers utilize the routing data.
Consequently, interoperability becomes a key factor in enabling and expanding IP interconnection and any proposed solution will need to be flexible to accommodate different IP data interconnection requirements. To enable this interoperability, a registry service that provides both policy and rules associated with provisioning and distribution becomes essential.  
Policy allows trusted interconnect partners to share certain interconnect and routing information with each other to obtain interconnect and routing data.  This can be accomplished during the provisioning process.  Rules provide the ability to aggregate the telephone numbers into a grouping, e.g., OCN, NPA-NXX, LRN, etc., assign different attributes to a telephone number, or expand the aggregate level detail to provide per TN level granularity.  This functionality occurs within the Registry and the results of the “rules” are either provided in the download to each operator or by per session query.
Utilizing the existing industry databases, NPAC can store the URIs and distribute locally through LSMS or XML downloads.  However, there is no policy in NPAC, so all interconnecting parties would receive the same URI info. As a result, development of SOA and LSMS tools to support this URI info is required.  Service Providers whose intent would be for IP interconnection on an aggregate basis would be forced to receive routing data on an individual TN basis and fund the development of SOA and LSMS even though they would not intend to utilize this IP interconnection method.  BIRRDS could store the NS or URIs and distribute locally via LERG file downloads.  However, there is no policy in LERG so all interconnecting parties will receive the same URI info. In addition, BIRRDS does not currently store routing data based on full 10-digit TNs.
Proposal
The current version of the routing document Sections 6.1 – 6.3 take into account how interoperability could occur between Aggregate and TN level Service Providers.  Each scenario is described but no provisioning and routing diagrams are included.  Section 6.4 contains an option that requires an Aggregate Service Provider to perform analysis on the full 10-digit TN. 

This contribution includes the use of a Registry that would incorporate most if not all of these scenarios in Sections 6.1-6.3.  It would be up to the Task Force members to agree if this contribution and its contents could replace these Sections or if a new Section should be added.  For the purposes of discussion, it is proposed that the following contribution be placed in Section 6.3.
Section 6.3 –Registry Supporting both Aggregate and per TN Service Providers
6.3.1 High Level Description

The exchange of routing data amongst North American Service Providers needs to evolve and be flexible to accommodate various IP interconnection scenarios.  The extension of existing industry databases has some useful but limited functionality and does not provide all of the essential features required to provide interoperability between Service Providers that have different IP interconnection data exchange needs. The use of an independent Registry can provide the essential functionality required to enable this interoperability.  

A Registry that can accommodate both policy and rules associated with provisioning and distribution of IP interconnection data for both aggregate and per TN level Service Providers should be evaluated.  Policy allows trusted interconnect partners to share certain interconnect and routing information with each other.  This can be accomplished during the provisioning process.  Rules provide the ability to aggregate the telephone numbers into a grouping, e.g., OCN, NPA-NXX, LRN, etc., assign different attributes to a telephone number, or expand the aggregate level detail to provide per TN level granularity.  This functionality occurs within the Registry and the results of the “rules” are either provided in the download to each operator or on a per session query basis.
For purposes of this contribution a single Registry is used, however, it is understood that there could be multiple synchronized Registries from which Service Providers may choose to provide IP data exchange needs. 
6.3.2 Use Cases
In the following use cases, three (3) Service Providers are presented and the following assumptions are made:
· Service Providers 1 and 2 support IP interconnection at some aggregate grouping, e.g., OCN, NXX level, LRN, Regional
· Service Providers 2 and 3 support IP interconnection at a per TN 10-digit URI basis
· Service Provider 3 supports only 10-Digit URIs
The interoperability solution needs to enable and allow trusted partners to share certain interconnect and routing information.  The solution also needs to provide rules that enable the database to distribute different data or levels of aggregation depending on Service Provider needs. For example:
· OCN, NPA-NXX, LRN, Regional, etc. 
· URIs based on 10-digit telephone number
6.3.3 Provisioning
It should be noted that the BIRRDS/LERG and NPAC provisioning process are unchanged from the process as depicted in Section 4.2.  A high level reference provisioning architecture is depicted in Figure 1 below.
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Figure 1 – Provisioning Reference Architecture

The Registry can obtain data from all authorized Service Providers to enable routing data exchange for a functional IP Network to Network Interconnection service.  
1 and 1A – The Registry can validate the Service Provider of Record through the Validation Application via access to the authoritative LERG and Number Portability Administration Center (NPAC) data sources.
2- Allows authorized Aggregate Service Providers of Record to create, change, and/or modify IP Interconnect data in the Registry.

4- Service Providers 1 and 2 exchange Address Records

3- Allows per TN Service Providers of Record to create, change, and/or modify IP Interconnect data in the Registry.

5 – Service Providers 2 and 3 exchange Address Records 

During the provisioning process each of the Service Providers can provide the policy associated with their IP interconnect data. This would allow trusted interconnect partners to share certain interconnect and routing information with each other.  For example, the Service Provider that provisions the data will also likely define one or more selective lists of Data Recipients so that data is not given to unauthorized parties.  Another example of policy would allow for different Name Server records depending on the originating & terminating Service Provider combination; the Registry could be configured with policy for source-based resolution using a “Recipient Group” feature.  Some authorized Service Providers of Record might input Name Server information for the same TN that in one case refers to the Tier 2 Name Server of a transit operator or Internetwork Packet Exchange (IPX) and in another case refers to their own terminating Tier 2 Name Server when they are peering or interconnecting directly with the originating Service Provider.  
It should be pointed out that the provisioning process for Aggregation Service Providers would not change but the per-TN Service Providers would provision their data via the Registry GUI.
6.3.4 Distribution

High level distribution architecture is depicted in Figure 2 below.
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Figure 2 – Distribution reference architecture
1- For the Service Providers that prefer aggregate level detail the data files from the LERG can be distributed in accordance with existing process and procedures.
2- For the Service Providers that prefer TN level detail the data could be sent via a standard protocol to a local cache.   In addition, the registry could provide the aggregate level detail to those Service Provides that support both an aggregate and per 10-digit TN level.

The rules for distribution occurs within the Registry and  provide the ability to aggregate the telephone numbers into a grouping, e.g., OCN, NPA-NXX, LRN, etc., expand aggregate grouping into full TN level detail, or assign different attributes to a telephone number.  The results of the “rules” are provided via the download.  
The number of records stored in an IP Interconnection registry could be tens or hundreds of millions based on the need to assign different characteristics per TN. A single change can ripple through the data and touch a vast number of records. As Service Providers provision their Destination Codes, such as Telephone Numbers (TNs), Local Routing Numbers (LRNs), 1K NPA (Numbering Plan Area)-NXX-X number pool blocks, or 10K NPA-NXX exchange codes, these records would identify a routing pattern. A rule that aggregates a number of TNs into a block such as NPA-NXX or NPA-NXX_X can dramatically reduce the number of records that need to be provisioned because it enables higher-level groupings that provide a compressed record set.  Conversely, for those Service Providers who support per TN level routing each of the aggregate records could be expanded to the TN level and downloaded to a local cache.
For example, an NS or NAPTR record value could be assigned to each Operating Company Number (OCN) rather than to each telephone number or, to each unique Service Provider ID (SPID) and/or NPA/NXX or Location Routing Number (LRN).  This could also differ by TN and be at the discretion of the number holder.

As the migration to IP occurs, a single telephone number may be associated with several services, e.g., HD voice, Instant Messaging (IM), and IP telephony. Consequently, when a telephone number is dialed, the Service Provider needs to know how to route the call. In the example of HD voice (using G722 or G722.2 codecs), if an end user calls from a HD device and the call is terminated on a HD device, the quality of the call should not be downgraded to traditional voice (G711). The issue is that not all border gateways/session border controllers are HD-capable and not all Service Providers are HD-capable and consequently this becomes a question of capital investment. The originating Service Provider should have the ability to route the call to an HD-capable gateway all the way at the far end. However, if the terminating network cannot complete the HD session, then there is no reason to use the more expensive HD codecs. Therefore, the network needs to associate that destination number with some “HD capable” flag.
The Registry could optionally be used by Service Providers to capture and exchange NAPTR records instead of just NS records thereby combining Tier 2 functionality in the Registry.  This would limit the number of external cross network queries.  This could be optional according to terminating Service Provider discretion and would be transparent to the originating Service Provider.  This would enable ENUM implementation without the complexity of cross network queries.

6.3.5 Call Flows

The following call flows represent how calls would be potentially be routed between aggregate and per TN level Service Providers utilizing the data from the Registry. 
6.3.5.1 Aggregate to Aggregate

The call flow below represents a call from an aggregate to an aggregate Service Provider.
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Figure 3 – Call Flow between Service Provider 1 and 2 – Aggregate to Aggregate

1 – Call is initiated

2-  SP1's Call Session Control Function (CSCF) queries an internal route server. The routing service first portability corrects the called number, and then determines whether it is subscribed to SP2. It then checks to see whether a group identifier is associated with the telephone number and covered by an IP interconnection agreement. The route server responds with a URI to the CSCF.

3 - The CSCF resolves the hostname in the URI via its local DNS to obtain the IP address of an agreed upon SP2 ingress SBC.
4 - A SIP Invite is sent to the egress SBC of SP1 that has layer 3 connectivity to the ingress SBC of SP2.
5 - A SIP Invite is forwarded to the ingress SBC of SP2.
6 and 7 - SP2 terminates the call to its end user.
6.3.5.2 Per TN to Per TN.
The call flow below represents a call between per TN and per TN Service Providers.
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Figure 4 – Call Flow between Service Provider 2 and 3 – per TN to per TN

1 – Call is initiated

2 - SP2s Call Session Control Function (CSCF) queries an internal route server. The routing service first portability corrects the called number, and then determines whether it is subscribed to SP3. It then checks to see whether the TN is covered by an IP interconnection agreement. Based on the 10-digit called number the route server responds with a URI to the CSCF.

3 - The CSCF resolves the hostname in the URI via its local DNS to obtain the IP address of an agreed upon SP3 ingress SBC.

4 - A SIP Invite is sent to the egress SBC of SP2 that has layer 3 connectivity to the ingress SBC of SP3
5 - A SIP Invite is forwarded to the ingress SBC of SP3
6 and 7 - SP3 terminates the call to its end user

6.3.5.3 Per TN to Aggregate
The call flow in Figure 5 depicts a call flow from a per TN to Aggregate Service Provider
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Figure 5 – Call Flow between Service Provider 3 and 1 – per TN to Aggregate

1 – Call is initiated

2 - SP3’s Call Session Control Function (CSCF) queries an internal route server. The routing service first portability corrects the called number, and then determines whether it is subscribed to SP1. The registry would have provided SP3 an expanded full TN file of SP1’s aggregate data. It then checks to see whether the TN is covered by an IP interconnection agreement. Based on the 10-digit called number the route server responds with a URI to the CSCF.

3 - The CSCF resolves the hostname in the URI via its local DNS to obtain the IP address of an agreed upon SP1 ingress SBC.

4 - A SIP Invite is sent to the egress SBC of SP3 that has layer 3 connectivity to the ingress SBC of SP1

5 - A SIP Invite is forwarded to the ingress SBC of SP1

6 and 7 - SP2 terminates the call to its end user

6.3.5.4 Aggregate to per TN
The following call flow depicts a call from an Aggregate to per TN Service Provider
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Figure 6 – Call Flow between Service Provider 1 and 3 –Aggregate to per TN

1 – Call is initiated

2 - SP1’s Call Session Control Function (CSCF) queries an internal route server. The routing service first portability corrects the called number, and then determines whether it is subscribed to SP3. It then checks to see whether the TN is covered by an IP interconnection agreement. Since SP3 supports per TN routing and SP1 supports an aggregate approach, SP1 would not resolve on the full 10-digit basis and no IP interconnect data is returned.

3 - If the CSCF determines that the called number requires interconnection via the PSTN to Terminating Service Provider 3, then the session is routed to the appropriate trunk gateway where it is converted to TDM.

4 - The session is routed internally to the trunk gateway and point of interconnection for Terminating Service Provider 3.  The call is converted back to IP within the terminating Service Provider network.

5 & 6 - Terminating Service Provider 3 then signals the terminating CSCF to complete the call.  Terminating Service Provider 1 may be an IP network but the means of interconnection is still via the PSTN.  

Note: One potential mechanism for interoperability is if at the originating CSCF (SP 1) when it queries its internal route server, SP1 determines that the called number terminates with Service Provider (3). A SPID is returned and flagged as IP capable.  Based on bi-lateral agreement with SP3 – which is per TN based - SP1 does not perform a 10-digit lookup but initiates session via IP to a specific POI.
6.3.5.5  Interoperability Matrix
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Figure 7 – Interoperability Matrix

These use cases are examples and are not intended to represent all possible use cases.  For example, transit-networks are not included.  In each of these IP interconnect scenarios business needs will be followed e.g., policy, bi-lateral agreements, etc. Additionally, the Originating Service Provider may likely pick its egress SBC and thus the URI may identify its egress SBC. 
As can been seen, interoperability can exist in each scenarios except when an aggregate Service Provider attempts to route to a per TN Service Provider.  However, even in this case, there are mechanisms that can be utilized, e.g., OCN/SPID, to enable IP to IP interconnection. 
Recommendation
Interoperability becomes a key factor in enabling and expanding IP interconnection.  Any proposed solution will need to be flexible to accommodate different IP data interconnection requirements. To enable this interoperability a registry service that provides both policy and rules associated with provisioning and distribution becomes essential.  

Policy allows trusted interconnect partners to share certain interconnect and routing information with each other to obtain interconnect and routing data.  This can be accomplished during the provisioning process.  Rules provide the ability to aggregate the telephone numbers into a grouping, e.g., OCN, NPA-NXX, LRN, etc., assign different attributes to a telephone number, or expand the aggregate level detail to provide per TN level granularity.  This functionality occurs within the Registry and the results of the “rules” are either provided in the download to each operator or by on a per session query basis.
Utilizing the existing industry databases, NPAC can store the URIs and distribute locally through LSMS or XML downloads.  However, there is no policy in NPAC, so all interconnecting parties would receive the same URI info. As a result, development of SOA and LSMS tools to support this URI info is required. Consequently, Service Providers whose intent would be for IP interconnection on an aggregate basis would be forced to receive routing data on an individual TN basis and fund the development of SOA and LSMS even though they would not intend to utilize this IP interconnection method.  BIRRDS could store the NS or URIs and distribute locally via LERG file downloads.  However, there is no policy in LERG so all interconnecting parties will receive the same URI info. In addition, BIRRDS does not currently store routing data based on full 10-digit TNs.

The current version of the routing document Sections 6.1 – 6.3 take into account how interoperability could occur between Aggregate and TN level Service Providers.  Each scenario is described but no provisioning and routing diagrams are included.  Section 6.4 contains an option that requires an Aggregate Service Provider to perform analysis on the full 10-digit TN. 

This contribution includes the use of a Registry that would incorporate most if not all of these scenarios in Sections 6.1-6.3.  It would be up to the Task Force members to agree if this contribution and its contents could replace these Sections or if a new Section should be added.  For the purposes of discussion, it is proposed that the following contribution be placed in Section 6.3 –Registry Supporting both Aggregate and per TN Service Providers.
